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*Abstract*—The development of large quantum computers will have dire consequences for cryptography. Classical cryptographic algorithms are implemented on a large scale in all the major IT applications. Most of the symmetric and asymmetric cryptographic algorithms are vulnerable to quantum algorithms. Grover’s search algorithm gives a square root time boost for the search of the key in the most widely used symmetric schemes, AES and 3DES. The security of asymmetric algorithms like RSA, Diffie Hellman and ECC are based on the mathematical hardness of prime factorization and discrete logarithm. The best solutions available on classical computers take exponential time. Shor’s factoring algorithm can solve the prime factorization problem and the discrete logarithm problem in polynomial time. This problem can be solved using only local quantum computational resources. It is but a matter of a few years before major breakthroughs occur in quantum computing. Soon enough the software and hardware optimization will converge and render all the present asymmetric cryptosystems insecure. This paper analyzes the vulnerability of the classical cryptosystems, introduces all the new post quantum cryptosystem families and summarizes the status of the NIST Post Quantum Cryptography Standardization process.

Keywords— Post Quantum Cryptography, Quantum Computers, Shor’s Algorithm, RSA, Diffie-Hellman, ECC, Lattice-based cryptosystems, Code-based cryptosystems, Isogeny-based cryptosystems, Multivariate Cryptosystems, Hash-based digital signature schemes, Non-Commutative cryptosystems, NIST PQC Standardization Process

# Introduction

Quantum cryptography is the field of cryptography that uses quantum effects to perform cryptographic tasks. These tasks could vary from cryptographic protocols to quantum algorithm cracks. Two of the most well-known applications of quantum information are in cryptography: Quantum Key Distribution and Shor’s Factoring Algorithm. Quantum information opens up a variety of new functionalities in cryptography that are not available in classical information theory. However quantum cryptography does have limitations and challenges.

## Quantum Computing

Quantum mechanics is characterized by its absurdity. It defies intuition. This is due to the concepts like superposition, entanglement and quantum uncertainty. Quantum superposition allows a particle to be at multiple places at the same time. Quantum entanglement describes correlations between particles that are not possible in the classical world. Quantum uncertainty states that if we observe one property of a particle some other property’s information is lost.

The fundamental unit of information in classical computers is a bit. This bit can take only two discrete values 0 and 1. In quantum information the unit is a qubit.[8] This is a unit vector in a two-dimensional complex vector space. A qubit is represented using the ket notation. ∣ψ> = α∣0> + β ∣1> is the notation for a qubit. Here ∣0> and ∣1> are basis vectors in the complex 2d space.α and β are complex numbers whose sum of squares adds up to 1. For representation of 2 or more qubits tensor product is used.

A collection of quantum gates to form a circuit is called a quantum algorithm. Common quantum gates include Controlled NOT Gate, Hadamard gate, negation and phase.

In quantum computing measurement is an operation that takes in a qubit and returns a classical bit( 0 or 1). If a qubit ∣ψ> = α∣0> + β ∣1> is measured the probability of 0 or 1 being returned is |α|2 and |β|2 . Also right after a measurement all information about the qubit is lost and it becomes classical. Post measurement the superposition is lost and depending on the value of the classical bit returned the qubit is transformed into ∣0> state or ∣1> state.

Quantum no-cloning property states that there is no possible way to clone the state of a quantum system. In simple words there is no circuit that can be built which takes in as input a qubit and returns a copy along with the original qubit. Quantum entanglement is a phenomenon in which 2 or more qubits behave in a way that their quantum states can only be defined collectively. They cannot be defined separately.eg (∣00> +∣11>)/√ 2 is state with 2 qubits which cannot be defined individually. This kind of state is called a Bell State.If one of the qubits is measured the other qubits quantum state is also automatically changed.

There are a variety of different physical systems that can be used as quantum devices. These include superconduction qubits , photonic qubits(polarisation of light) and others. Photonic qubits are good for long distance communication while supercomputing qubits are better for quantum interactions.

## Quantum Key Distribution(bb84 protocol)

The protocol is a secure method of sharing a common key between two systems. The algorithm makes the assumptions that there is a classic channel and quantum channel for information transfer. The classic channel is two way while the quantum channel can be one way(from only sender to receiver and no return link). The bit and basis selected for encoding and sending a qubit are both randomly selected.

The protocol considers 2 different orthogonal basis vector sets.[6] (eg-0,90 horizontal-vertical and 45, -45 diagonal polarisation of photons). Alice and Bob decide encodings 0 and 1 in both basis sets. Note- measuring information in one basis set makes us lose information in the other basis set. Alice generates a random key and encodes the bit using a random basis. These qubits are sent to Bob from the quantum channel. Bob uses random basis filters (diagonal or vertical/horizontal) to measure the bits. After that both use a classical method to announce the filters they used for each bit. If they are different filters the bit is discarded. A final key is transmitted which is only known by Alice and Bob. Since Eve can’t clone the qubits and if she measures them information may be lost Bob will know when he announces a few random bits to Alice to ensure no tampering. Also if Eve measured all the qubits using random filters she would have selected a few different filters and lost information of the qubits to measure them again.

## Shor’s Algorithm

Shor designed two different quantum algorithms which can crack the two major hard problems on which the security of present day cryptosystems is based: Prime Factorisation Problem and the Discrete Logarithm Problem. Classical solutions to these problems have exponential solutions. With the help of period finding using Quantum Fourier Transformation Shor designed these probabilistic algorithms in polynomial time. Shor’s algorithm can crack the factoring number problem in polynomial time while before this the best classical solution(General Number Field Sieve) takes exponential time[7].

Both the algorithms consist of 2 major parts. The first part is a classical part that involves converting the problem to a period-finding problem. The second part is the quantum part that takes advantage of quantum parallelism for the period-finding problem.It uses the quantum fourier transformation algorithm to find the period.

Shor’s algorithm is a probabilistic algorithm. It doesn’t always factor the number in the first attempt. With increase in the number of times the algorithm is run the probability of getting a factor increases.

## Grover’s Algorithm

It’s a quantum search algorithm that searches in an unsorted database in O(n1/2).[4] In classical computers, search over an unordered database is an O(n) problem. Grover’s algorithm is also probabilistic and can be repeated several times to ensure the search is complete. To search a Grover iteration is performed. We can repeat iterations the increase the probability of finding the element in a database.

Grover’s algorithm can be used to find the mean and median of data, for finding the inverse value of a function, etc. These tools can be used by quantum cryptanalysts for cracking algorithms. It can also be used to search for keys in symmetric cryptosystems.

## Simon’s Algorithm

Simon’s algorithm is a quantum circuit that finds out if a function is 1 to 1 or 2 to 1. The property of the function states that if two input values map to the same output their XOR results in a constant b. If b is all 0s then it becomes a 1-1 function else it is a 2-1 function.

The classical solution requires O(2n-1+1) to find a collision. The quantum algorithm provides an exponential speedup.[5]

Simon’s algorithm inspired Shor’s algorithm. Simon’s algorithm itself has applications in cryptography provided correct query access model is available.

# Symmetric cryptographic algorithms

.

.

.

Symmetric Cryptography is a branch of cryptography wherein the encryption and decryption algorithms are both executed with a single key. Given key lengths of sufficient size and randomness, it is beyond the scope of current computational resources to perform brute force attacks on such schemes. However due to the heavy reliance on a single key, a major factor towards implementing symmetric cryptography schemes lies in the communication of the secure key from sender to receiver. Such schemes are mostly employed in Data encryption for storage applications.

## Advanced Encryption Standard(AES)

### Basics

AES is a widely used symmetric cryptographic algorithm. It relies on the randomness of ciphertext generated from multiple rounds of a well-defined, standardized symmetric permutation network. The AES schemes in use currently employ 128-bit, 192-bit or 256-bit keys and generally consist of 10, 12 or 14 rounds of 4 stages each. A simple key schedule is used to generate subkeys for each round. Sufficient confusion and diffusion is achieved in the ciphertext through multiple rounds of mixing and substitution.

Each Round of the AES algorithm consists of 4 stages-

1. SubByte : In this stage each byte is substituted with a value given by a relation. These substitutions can be carried out using predetermined S-boxes consisting of 256 values.

2. ShiftRows : In this stage the elements obtained from the S-boxes are then shifted right by guidelines specified in the NIST standard, or chosen independently on a need-by-need basis.

3. MixColumns : Each column is then read as polynomial (a(x)) coefficients which are then multiplied by an encoding polynomial given by –

e(x) = 3x^(3 )+ x^2 + x + 2

The resultant polynomial is then reduced –

a'(x) = a(x)\*e(x)mod(x^4 +1)

The coefficients of a'(x) represent the modified columns of the state array.

4. AddRoundKey : A round key generated by a simple key schedule is added to the state array.

All calculations are done over a Galois Field (256).

The Decryption Algorithm is the same algorithm with the same number of rounds, in a reverse order.

### Classical Exploitations

Vulnerabilities pertaining to repeated sequences of characters in the message, improper key selection have been found and proven to be exploitable. These attacks however do not decrease the computation time required by enough an amount to make it viable for brute force searches. Bounded by current computational resources, AES can be considered ‘secure’.

### Quantum Security

AES has proven to be one of the most robust cryptographic schemes currently in use, proving resilient to the level of exhaustive brute force attacks that are currently computationally viable.

The recent advancements in development of Quantum Computers have however led people to reopen the question of AES’s security against Quantum Computer Brute Force Exhaustive Search attacks, Asymmetric Public-Key schemes such as RSA, ECC, etc have been known to be broken completely by Quantum Exhaustive Searches due to the immense parallel processing possible through superposition of qubits.[9]

Various algorithms that exploit the principle of superposition have been put forward such as Simons Promise, Grover’s Search, and Shor’s Algorithm.

Grover’s Search algorithm reduces the exhaustive key search from O(N) to O((N/M)1/2) trials, where M can be reduced to 1 by choosing functions which give single solutions while implementing AES in a quantum circuit.

One of the major drawbacks of current Quantum Exhaustive Search Algorithms is that for symmetric schemes, they require the scheme to be implemented by a quantum circuit before they can be applied to the cipher. Many implementations of AES as a quantum circuit exist. The crack using Grover’s search algorithm requires the AES algorithm to be on a quantum circuit. This limits the application of the crack only to quantum oracles. Furthermore, as mentioned above, current algorithms are only able to reduce the trials by N1/2, where N is the length of the key. One can simply increase the key length to preserve security, for example, moving from AES-128 to AES-256 can still be considered unbreakable in the face of Brute Force Searches.
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